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In recent years, there has been a growing recognition of the need to incorporate lay-people’s input into the governance and acceptability
assessment of AI usage. However, how and why people judge different AI use cases to be acceptable or unacceptable remains under-
explored. In this work, we investigate the attitudes and reasons that influence people’s judgments about AI’s development via a survey
administered to demographically diverse participants (N=197). We focus on ten distinct professional (e.g., Lawyer AI) and personal
(e.g., Digital Medical Advice AI) AI use cases to understand how characteristics of the use cases and the participants’ demographics
affect acceptability. We explore the relationships between participants’ judgments and their rationales such as reasoning approaches
(cost-benefit reasoning vs. rule-based). Our empirical findings reveal number of factors that influence acceptance such as general
negative acceptance and higher disagreement of professional usage over personal, significant influence of demographics factors such
as gender, employment, and education as well as AI literacy level, and reasoning patterns such as rule-based reasoning being used
more when use case is unacceptable. Based on these findings, we discuss the key implications for soliciting acceptability and reasoning
of AI use cases to collaboratively build consensus. Finally, we shed light on how future FAccT researchers and practitioners can better
incorporate diverse perspectives from lay people to better develop AI that aligns with public expectations and needs.

1 Introduction

There are growing calls to regulate AI’s development and integration into society [60]. These efforts, as reflected in the EU
AI Act [59], NIST AI Risk Management framework [55], and recent U.S. Executive Order [1], have resulted in discussions
about whether certain AI use cases should be pursued at all. Despite much progress in this area, it is still not clear how
to determine which use cases should be pursued or more heavily regulated. Further, little is known about how lay com-
munity members, especially those from marginalized groups, feel about the development of specific AI use cases [2, 71].

One significant challenge when evaluating the acceptability and impact of specific AI use cases1 is that there can
be both positive and negative effects, depending on the context [53]. For instance, while educational AI can provide
affordable and accessible personal tutor, it can also lead to over-reliance of students and diminish the goal of education
[75, 83]. To develop a generalizable approach to making decisions about AI use cases, ideally we would understand
how people resolve these conflicts. More specifically, first, it is essential to understand differences in judgments about
acceptability and likely usage across use cases, and how such judgments relate to scenario characteristics. Second, we
need better understanding of the personal factors influencing these judgments, especially as they relate to demographic
differences [42]. Third, we need to better understand the reasoning strategies participants use when making judgments
about AI use cases, and how those strategies do or do not relate to the judgments that are ultimately made. To form

1By use cases, we mean specific scenarios, applications, or problems that an AI system is designed to solve or assist within real-world contexts.
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governance and policy decisions that anticipate and address disagreements about the development or regulation about
specific AI use cases, these understandings are crucial, especially across groups of people with diverse backgrounds,
experiences, and familiarity with AI.

To address these needs, in this work we examine how and why lay people judge various AI use cases as acceptable
or unacceptable, asking the following research questions:

RQ1 How do judgments of acceptability vary across a set of distinct AI use cases and their characteristics?
RQ2 What attributes or characteristics of people explain the variation in acceptability judgments?
RQ3 How do people reason through acceptability judgments of AI use cases?

To answer these questions, we develop a survey to collect judgments and reasoning processes of 197 demographically
diverse participants with varying levels of experience with AI. We ask participants to report whether a certain AI use
case should be developed or not, whether they would use such a system, and ask them to provide rationales for their
judgment and conditions that would cause them to change their judgments (Figure 1). We examine ten different AI use
cases2. To account for differences between sectors or domains, we select use cases in two categories, professional and
personal use, and vary them by required entry-level education and EU AI risk level (Table 1).

To meaningfully differentiate and analyze participants’ reasons and reasoning strategies, we borrow concepts
from moral psychology and philosophy. We investigate participants’ rationales through two distinct but sometimes
overlapping reasoning patterns: cost-benefit reasoning, which assesses expected outcomes (e.g., "using AI for this task
would save time"), and rule-based reasoning, which evaluates the intrinsic values of the action itself (e.g., "having
humans perform this task would be inherently wrong") [21, 22]. We further explore the moral foundations reflected
in participants’ reasoning, with moral foundations theory3 [33, 34]. Additionally, to understand aspects of AI that
raise concerns, we employ three dimensions based on prior studies [53, 68]: functionality (system capabilities like
performance, bias, and privacy), usage (context of system integration, such as supervision, misuse, or unintended use),
and societal impact (effects on individuals, communities, and society, such as job loss and over-reliance).

Our empirical results show general higher acceptance of personal use cases over professional. While both categories of
use cases show decreased acceptance with increased entry level education and risk, professional use cases display more
variability and disagreements across judgments (RQ1). Acceptability significantly varied among demographic groups
and levels of AI literacy, with lower acceptability observed particularly among non-male participants and those familiar
with AI ethics (RQ2). Finally, our results show varying distribution of reasoning types across acceptability decisions with
rule-based reasoning being associated with negative acceptance as well as concern for societal impact. Further qualitative
analysis reveal rules such as the need for humanness in certain use cases whether it be for empathy or interaction (RQ3).

Our findings shed novel light onto the diversity of people’s acceptability and reasoning of AI uses in distinct domains
and risk levels. We conclude with a discussion highlighting three key implications: first, diverse methodologies are
needed to effectively analyze use cases and their characteristics; second, involving diverse stakeholders is crucial for
assessing the acceptability of AI applications, particularly in workplaces; and third, further investigation into human
reasoning processes about AI, notably rule-based reasoning, is needed to inform consensus-building in policy making.

2We focus on text-based, non-embodied, digital systems, and while we do not specifically discuss the AI user and subject, in our use case description, we
follow three of the five concepts used in EU AI Act to describe high risk use cases [31]: the domain, purpose, and capabilities.
3We used the five foundational dimensions: Care, Fairness, Loyalty, Authority, and Purity. Although these dimensions have been updated to encompass a
broader range of values beyond WEIRD (White, Educated, Industrialized, Rich, and Democratic) populations [7], we selected this version for survey
brevity.
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2 Related Works

In this section, we briefly summarize the background and related work towards assessing acceptability and impact of
AI use cases. In each subsection, we highlight how our work extends prior work.

2.1 Assessing Impact of AI

Recent years have witnessed increasing calls from academics [3, 6, 11, 17, 23, 35, 37, 40, 47, 56], government [54, 73, 74],
civil society [4, 48, 57, 62, 66, 73], and industry [24, 35, 50, 51, 58, 76] to assess the impact of AI systems designed and
developed by AI researchers and practitioners. This effort has particularly highlighted the need to understand the positive
impact while grappling with the potential negative impact of integrating AI into certain products and services that
affect people’s daily lives [6, 35, 47]. In response, researchers in FAccT, HCI, and AI have developed tools and processes
to support AI researchers and practitioners in anticipating the impact of AI systems they developed[16, 24, 40, 78, 79].
For example, many have developed AI impact taxonomies or checklists to help developers categorize AI impact[51, 79].
Wang et al. and Deng et al. developed tools and templates to support industry AI developers and researchers in assessing
the potential negative societal impact of their work, such as job displacement or stereotyping social groups.

However, this prior work primarily focuses on supporting AI experts rather than diverse lay people’s impact
assessments of potential AI use cases. Our work extends these prior efforts by understanding diverse (and sometimes
conflicting) perspectives on both positive and negative impact of AI use cases from lay people, as a crucial step to
complement the AI impact assessments conducted by AI researchers and practitioners.

2.2 Understanding People’s Perceptions of AI Use Cases

Responding to the calls on meaningfully engaging lay people in assessing the impact of specific AI use cases, prior work
have started to understand lay people’s perceptions of AI use case [16, 40, 42, 53]. Among other findings, this prior work
revealed a substantial amount of disagreement regarding the desired behavior of AI, primarily due to the subjectivity
inherent in certain tasks (e.g., toxicity detection [14, 63], image captioning [85]) and ambiguous ethical implication of
decisions made by AI for certain tasks (e.g., self driving cars [8], medical AI [18], predictive analysis [10]). Work done by
Mun et al. highlighted that lay people can envision diverse set of harms specific to different AI use cases, complementary
to those defined by experts. Another line of work also begins to examine how factors such as demographic backgrounds
and previous exposure to discrimination can affect people’s sensitivity towards potential AI harms [42].

Our work extends this prior work by examined the detailed reasoning processes of lay people regarding the
acceptability and the trade-offs between positive and negative impacts of AI use cases. In particular, we draw on
model decision theory framework, such as the moral foundations developed by Graham et al., to design a survey flow
(See Figure 1 to solicit lay people’s decision-making processes (and potential moral conflicts) when assessing both the
benefits and harms of concrete AI use cases.

2.3 Background: Moral Decision Making

Morality, characterized by diverse values across cultures and social groups, aims to suppress selfishness to facilitate
social life [39]. To understand decision-making in AI use cases, we draw on moral psychology and dual system theory.
We examine two decision-making systems: cost-benefit reasoning, which assesses outcomes and consequences, and rule-
based reasoning, focusing on norms, rules, and virtues [21, 22]. These correspond to utilitarian reasoning (maximizing
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good) and deontological reasoning (duties and rights), respectively. Additionally, we apply moral foundations theory
[34] to identify values and potential moral conflicts in AI development.

Use Case 
Description

Should this  
be 
developed?

Use Case Judgments

AI Literacy
+

Demographics
How confident 

are you?

{Use Case} should 
not be developed 
if…

{Use Case} should 
be developed 
because…

✎
Would you 
ever use its 
service?

How confident 
are you?

✅yes

5 X
Professional

✎

Personal

Q1 Q5

Q2

Q3 Q4

Q6

Categories

Fig. 1. Five professional or personal use cases are presented in a random order. For each use case, we ask multiple-choice questions
about its development and confidence levels (Q1, Q2), free-text questions on rationale and decision-switching conditions (Q3, Q4),
and multiple-choice questions on usage and confidence (Q5, Q6). These are followed by questions on AI literacy and demographics.

3 Study Design and Data Collection

To understand the decision making factors and reasoning patterns of a diverse population regarding AI use cases, we
conducted a survey-based study with demographically diverse participants. In this section, we discuss the selection of
use cases (§ 3.1), survey design (§ 3.2), and data collection details and participant demographics (§ 3.3).

3.1 Use Cases

To understand how different characteristics of AI use cases can impact judgments and decision making processes, we
crafted ten different AI use cases. We first chose two broad application categories frequently mentioned by the public
in previous works [41, 53]: AI in personal, everyday usage where participants could uniformly consider themselves
as AI users and AI in professional usage where AI takes on a role thus far done by a human as a profession, e.g.,
Lawyer AI. We then developed five use cases in the AI in professional usage category that varied according to the level
of education required for entry and five use cases in AI in personal category that varied according to the risk level
assigned by the EU AI act. All the personal use cases were in the health domain, reflecting a key domain of interest
conveyed by lay users in previous works [41, 53].

Use Case Factor Description
Professional Use Cases
Lawyer Doctoral/Professional Degree Advises clients on digital legal proceedings/transactions.
Elementary School Teacher Bachelor’s degree Teaches academic skills at the elementary school level.
IT Support Specialist Some college, no degree Maintains computer networks and provides technical help.
Government Eligibility Interviewer High school diploma Determine eligibility for government programs/resources.
Telemarketer No formal education Solicits donations or orders over the telephone.

Personal Use Cases
Digital Medical Advice High Risk Provide medical assessments prior to medical consultations.
Customized Lifestyle Coach High / Limited Risk Personalized advice for healthy living and wellness.
Personal Health Research Limited Risk Summarizes research related to personal health issues.
Nutrition Optimizer Limited / Low Risk Personalize meals and optimize nutritional intake.
Flavorful Swaps Low Risk Suggest delicious and healthy alternatives food options.

Table 1. Use cases selected for our study by categories. Use case descriptions were shortened for brevity.
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Professional Use Case Scenarios. For the first area of focus, AI in labor replacement, we collected jobs listed in the U.S.
census bureau4 and sorted them according to entry level education required as stated in the census. We chose education
level as it has been tightly linked to socioeconomic and occupational status [29, 72]. We selected jobs that have a large
portion of digital or intellectual components with minimal requirement for embodiment resulting in following five
professional roles: Lawyer, Elementary school teacher, IT support specialist, Government support eligibility interviewer,
and Telemarketer. See Table 1 for further details.

Personal Use Case Scenarios. To understand the acceptability of different health applications in personal and private
life, we adapted the descriptions of personal use cases written by participants from prior works [41, 53]. The research
team iteratively refined the descriptions to reflect risk levels according to EU AI Act, and confirmed agreement with
categories assigned by GPT-4, following Herdel et al.. See Table 1 for further details.

3.2 Survey Design

Our survey presents participants with five use case descriptions, all from either the professional or personal category
(randomly assigned and presented in random order) (see § 3.1 for details). After each description, participants answer:
"Do you think a technology like this should be developed?" (Q1) and then, "How confident are you in your above
answer?" (Q2). They provide open-text rationales by completing the prompt, "[Use Case] should be developed because..."
(Q3), tailored to their Q1 response ("should" for "Yes" and "should not" for "No"). Participants also specify a condition
for switching their decision with, "[Use Case] should not be developed if..." (Q4), adjusted similarly to Q1. Subsequently,
they answer, "If [Use Case] existed, would you use its service?" (Q5) and express confidence with, "How confident are
you in your above answer?" (Q6). Refer to Table 6 in the Appendix for the exact wording of the questions.

Collecting Participant Characteristics. Following the main survey, we asked participants questions about their AI
literacy and demographics to explore various factors affecting perception of AI acceptance. We adopted a shortened
version of AI literacy questionnaires from previous works [53, 77] with four AI literacy aspects, AI awareness, usage,
evaluation, and ethics, and two additional questions for generative AI, usage frequency and familiarity with limitations.
We collected demographic information of the participants such as race, gender, age, sexual orientation, religion,
employment status, income, and level of education. Additionally, we collected information about chronicity, i.e.,
prolonged experiences of everyday discrimination, of their discrimination experiences (if any) following Kingsley et al..

3.3 Data Collection and Participant Demographics

We used Prolific5 to recruit participants. To represent diverse sample, we stratified our recruitment by the ethnicity
categories (White, Mixed, Asian, Black and Other) and age (18-48, 49-100) provided by Prolific. We also added criteria
for quality such as survey approval rating and number of previous surveys completed. Our study was approved by IRB
at our institutions, and we paid 12 USD/hour. Our final sample consisted of 197 participants across two categories, with
professional usage assigned to 100 participants and personal to 97. See Appendix A.2 for further details on participants.

4 Analysis Methods

Our surveys consisted of both multiple choice (numerical) and open-text questions designed to answer our research
questions. In this section, we detail our process for numerical (§ 4.1) and open-text (§ 4.2) analysis.
4https://www.bls.gov/ooh/occupation-finder.htm
5https://www.prolific.com
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4.1 Multiple Choice Analysis

We analyzed the judgment and confidence ratings by mapping judgment (Q1, Q5) to 1 (“Should be developed”, “Would
use”) or -1 (“Should not be developed”, “Would not use”) and confidence (Q2, Q6) to a scale from 1 to 5. We used
numerically converted judgment, confidence, and combined (judgment×confidence; -5 to 5) values as dependent
variables in our analysis. We used repeated-measures ANOVAs to understand the differences in mean responses
between conditions/groups and linear mixed effects regression models (lmer) to better understand the effects of specific
factors. We included a subject-specific random effect when using ANOVA and regression models and added a use-
case-specific random effect when applicable. We factorized demographic responses for analysis with the exception
of discrimination chronicity, which we aggregated to a numerical value [42, 49]. We also converted responses to AI
literacy questions to numerical values for analysis.

4.2 Open-response Analysis

To assess the reasoning methods used by the participants, we analyzed the open-text responses on elaborations to their
decisions (Q3) and circumstances in which their decisions would switch (Q4) along the following three dimensions:
reasoning types (cost-benefit, rule-based, both, unclear), reference to moral foundations (Care, Fairness, Purity,
Authority, Loyalty), and switching conditions (Functionality, Usage, Societal Impact). By analyzing reasoning types and
moral values reflected in the participants’ justifications, we aim to characterize how participants made their decisions,
and by analyzing various factors such as primary concerns and stakeholders, we aim to discover what aspects were
salient for the participants in their decisions.

Classification and Aggregation. We classified participants’ responses to Q3 (elaboration of judgment) and Q4 (con-
ditions for switching decisions) using OpenAI’s o1-mini6. To validate the model’s classification performance, results
were compared with a reference set of 100 samples annotated by three independent annotators, comprised of team
members and a professional annotator. Initially, each annotator independently assessed the data, and then consensus
was reached through discussion to establish a gold standard set. The inter-rater agreement between the gold standard
and o1-mini’s annotations was evaluated using Gwet’s AC1 metric, chosen for its robustness with infrequent labels [81].
The agreement levels varied, ranging from moderate to almost perfect with no dimension below moderate. Annotations
for cost-benefit reasoning, rule-based reasoning, and authority reached near-perfect agreement; purity and usage
achieved substantial agreement; the rest showed moderate agreement. Due to a lack of sufficient test samples and
minimal occurrences in the annotated data, the moral value dimension Loyalty was excluded from further analysis. The
annotations were converted into a one-hot encoding format for statistical analysis. See Appendix B for further details.

5 Findings

Our work aims to uncover variations in acceptability of AI use cases and factors and reasoning processes that underlie
these judgments. In this section, we discuss our findings about the judgments of the AI use cases (§5.1), personal factors
that may influence the decision such as demographics and AI literacy (§5.2), and factors in rationales that could uncover
reasoning processes that lead to judgments (§5.3).

5.1 RQ1. Perceptions and Disagreements of Use Cases

6o1-mini-2024-09-12
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Fig. 2. Use case category means and distributions of numerically converted Judgment, Confidence, and Judgment×Confidence. Left
three show results for development decisions (Q1, Q2) and right three show results for usage decisions (Q5, Q6). Significance was
calculated using Student’s t-test as indicated by labels above each plot.

5.1.1 Use Case Factors. In our analysis, we investigated the effects of use cases on participants’ judgments of two
categories—professional and personal—along with ten specific use cases on judgments and confidence about their
development and usage. Figure 2 illustrates significant differences in acceptability depending on the categories. Notably,
personal use cases had higher acceptability (𝑀DEV = 0.68, 𝑆𝐷DEV = 0.74;𝑀USAGE = 0.51, 𝑆𝐷USAGE = 0.86) than professional
use cases (𝑀DEV = 0.18, 𝑆𝐷DEV = 0.99; 𝑀USAGE = 0.18, 𝑆𝐷USAGE = 0.98). These differences are more pronounced when
judgments are weighted by confidence. Although levels of confidence did not differ significantly between categories,
they were fairly high for both categories, and personal category exhibited slightly lower confidence for usage.
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Fig. 3. Professional use case means and distributions of numerically converted Judgment, Confidence, and Judgment×Confidence.
First row shows results for development decisions (Q1, Q2) and second row shows results for usage decisions (Q5, Q6). ANOVA results
for use cases are shown above each panel. Within subject test was performed using Student’s t-test with Holm correction. * denotes
following significant p-values: ∗∗∗𝑝 < 0.001; ∗∗𝑝 < 0.01; ∗𝑝 < 0.05. Use case names were shortened.

Professional Use Cases. Exploring specific use cases within the professional category, we observed that Elementary
School Teacher AI (𝑀DEV = −0.24, 𝑆𝐷DEV = 0.98;𝑀USAGE = −0.14, 𝑆𝐷USAGE = 1.00) had the lowest acceptability for both
types of judgments followed by Lawyer AI (𝑀DEV = 0.04, 𝑆𝐷DEV = 1.00) and Telemarketer AI (𝑀USAGE = −0.08, 𝑆𝐷USAGE =

1.00). Interestingly, IT Support Specialist AI had the highest acceptability (𝑀DEV = 0.66, 𝑆𝐷DEV = 0.76; 𝑀USAGE =

0.78, 𝑆𝐷USAGE = 0.63). While all other use cases showed higher acceptability for usage over development, Telemarketer
AI uniquely had higher acceptance for development over usage (𝑀DEV = 0.26, 𝑆𝐷DEV = 0.97;𝑀USAGE = −0.08, 𝑆𝐷USAGE =
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1.00). Additionally, confidence on using Telemarketer AI (𝑀 = 4.14, 𝑆𝐷 = 0.93) was significantly (𝑝 < .05) higher
than that of Government Eligibility Interviewer AI (𝑀 = 3.79, 𝑆𝐷 = 0.99), which had the lowest confidence in usage.
Near 0 mean for development of Lawyer AI (0.04) and usage for Telemarketer AI (−0.08) suggest disagreement within
judgments. Moreover, Elementary School Teacher AI uniquely unacceptable across both acceptability judgments (−0.24,
−0.14) underscoring a unique characteristic perhaps related to care. See Figure 3 for further details
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Fig. 4. Personal use case means and distributions of numerically converted Judgment, Confidence, and Judgment×Confidence. First
row shows results for development decisions (Q1, Q2) and second row shows results for usage decisions (Q5, Q6). ANOVA results for
use cases are shown above each panel. Within subject test was performed using Student’s t-test with Holm correction. * denotes
following significant p-values: ∗∗∗𝑝 < 0.001; ∗∗𝑝 < 0.01; ∗𝑝 < 0.05. Use case names were shortened.

Personal Use Cases. In personal use scenarios, Digital Medical Advice AI (𝑀DEV = 0.34, 𝑆𝐷DEV = 0.95;
𝑀USAGE = 0.24, 𝑆𝐷USAGE = 0.98), reflecting high risk level, consistently had lower acceptance across judgment
types, compared to all other use cases. However, Customized Lifestyle Coach AI had the lowest confidence across both
judgments (𝑀DEV = 3.75, 𝑆𝐷DEV = 0.52;𝑀USAGE = 3.62, 𝑆𝐷USAGE = 0.78). Nutrition Optimizer (𝑀DEV = 0.86, 𝑆𝐷DEV = 0.92;
𝑀USAGE = 0.69, 𝑆𝐷USAGE = 0.73) had the highest mean acceptance across the two acceptability judgments. Interestingly,
unlike the professional use cases, which had slightly higher acceptance for usage, personal use cases had lower
acceptance for usage in general compared to development. Notably, many personal use cases had substantially high
acceptance, especially compared to professional use cases.

5.1.2 Use Case Variations. When selecting use cases, we used two underlying variations: entry level of education
required for professional use cases and EU AI risk levels for personal use cases. As risk levels and required education in-
creased, we observe consistent negative effects on judgments, with personal use cases (𝛽DEV = −0.11, 𝑝 < .001; 𝛽USAGE =

−0.10, 𝑝 < .001) showing stronger effects compared to professional scenarios (𝛽DEV = −0.08, 𝑝 < .01), where only develop-
ment judgments were significantly associated. Again, acceptance for personal use cases ((𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡)DEV = 1.02, 𝑝 < .001;
(𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡)USAGE = 0.80, 𝑝 < .001) were higher than professional use cases ( (𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡)DEV = 0.43, 𝑝 < .001) as conveyed
by the intercepts. Confidence ratings remained consistently high across all conditions (intercepts > 3.97), though they
showed a small but significant decrease with increasing risk levels in personal use cases (𝛽DEV = −0.08, 𝑝 < .001; 𝛽USAGE =
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DEV(𝛽 (𝑆𝐸 )) USAGE(𝛽 (𝑆𝐸 ))
Use Case Variation Judgment Confidence Judgment Confidence
Professional
Education Level −0.08∗∗ (0.03) −0.00 (0.02) 0.00 (0.03) −0.03 (0.03)
Intercept 0.43∗∗∗ (0.10) 3.97∗∗∗ (0.10) 0.17 (0.10) 4.04∗∗∗ (0.10)

Personal
EU AI Risk Level −0.11∗∗∗ (0.02) −0.08∗∗∗ (0.02) −0.10∗∗∗ (0.02) −0.09∗∗∗ (0.02)
Intercept 1.02∗∗∗ (0.08) 4.20∗∗∗ (0.10) 0.80∗∗∗ (0.09) 4.05∗∗∗ (0.11)

∗∗∗𝑝 < 0.001; ∗∗𝑝 < 0.01; ∗𝑝 < 0.05
Table 2. Results of lmer models analyzing the effects of use case variations on decisions, with subject-specific random effects. The
data is separated into professional and personal categories. Use case variations are numerically coded from 1 (low risk/lowest entry
level education) to 5 (high risk/highest entry level education). The table presents estimates, standard errors, and significance levels.

−0.09, 𝑝 < .001), while professional use cases showed no significant impact on confidence. Thus, while education level
required for entry does show some significant effect, the EU AI risk level had consistent effects with higher significance.

5.1.3 Disagreements. Observing the standard deviation and visualization of the distribution shows further understand-
ing of possible disagreements among use cases. We compare the judgments weighted by confidence to understand not
only the differences in judgment but also their strength. Interestingly, the use cases with four highest disagreements in
both judgments were all professional uses in order of Telemarketer (𝑆𝐷DEV = 4.08; 𝑆𝐷USAGE = 4.21), Elementary School
Teacher (𝑆𝐷DEV = 3.99; 𝑆𝐷USAGE = 4.09), Lawyer (𝑆𝐷DEV = 4.00; 𝑆𝐷USAGE = 3.99), and Government Eligibility Interviewer
AI (𝑆𝐷DEV = 3.96; 𝑆𝐷USAGE = 3.89). These four use cases were followed by Digital Medical Advice AI (𝑆𝐷DEV = 3.80,
𝑆𝐷USAGE = 3.83). The use cases with the lowest disagreements were surprisingly Nutrition Optimizer (𝑆𝐷DEV = 2.16;
𝑆𝐷USAGE = 3.03) followed by IT Support Specialist AI (𝑆𝐷DEV = 3.08; 𝑆𝐷USAGE = 2.65). These results underscore the
general controversy of professional usages but also shows that acceptability is highly use case dependent.

5.2 RQ2. Impact of Personal Factors on Acceptability Judgment

5.2.1 Demographic Factors. In analyzing the demographic factors influencing judgments on the development and
usage of AI use cases, several significant trends emerged from the data. First, we observed that the demographic
variables had less than 0.5 correlation, except for age 65+ and Retired employment status. Across both categories of
use cases, age was positively associated with confidence in acceptability judgment of usage for age 25-34 (𝛽 = 0.41,
𝑝 < 0.05) and 55-64 (𝛽 = 0.48, 𝑝 < 0.05). Race also had notable influences; specifically, Asian participants exhibited
significantly lower confidence in both development and usage judgments (𝛽DEV = −0.37, 𝑝 < 0.01; 𝛽USAGE = −0.33,
𝑝 < 0.05), particularly in professional contexts.

Gender emerged as a crucial determinant, with non-male participants consistently showing negative judgments
across both development (𝛽 = −0.29, 𝑝 < 0.001) and usage (𝛽 = −0.33, 𝑝 < 0.001), indicating potential discrepancies in
perception or experience with AI applications. Liberal views, especially among those identifying as strongly liberal, were
associated with negative judgments across both categories of use cases (𝛽DEV = −1.16, 𝑝 < 0.05; 𝛽USAGE = −1.51, 𝑝 < 0.01),
suggesting a skeptical stance towards AI’s prevalence and role. Employment hours also contributed, with individuals
working 40+ hours per week displaying a positive association with development judgments (𝛽 = 0.25, 𝑝 < 0.05), suggest-
ing more exposure or reliance on AI use cases. High experience of discrimination chronicity was significantly related
to lower acceptance of development, 𝛽 = −0.36, 𝑝 < 0.05. These findings highlight the significant role of demographic
factors in shaping perceptions and attitudes toward AI technologies. See Table 23 in the Appendix for ANOVA results.

Manuscript submitted to ACM



Un
der

Su
bm
iss
ion

10 Mun et al.

DEV (𝛽 (SE)) USAGE (𝛽 (SE))

Demographics Judg. Conf. Judg.×Conf. Judg. Conf. Judg.×Conf.
(Intercept) 0.50∗ (0.25) 4.08∗∗∗ (0.32) 1.88 (1.09) 0.51 (0.28) 3.09∗∗∗ (0.34) 1.34 (1.23)
(Intercept)Prof 0.24 (.38) 4.59∗∗∗ (.49) 1.16 (1.66) 0.71 (.41) 3.74∗∗∗ (.45) 3.09 (1.74)
(Intercept)Pers 0.66 (.30) 3.76∗∗∗ (.47) 2.33 (1.34) 0.25 (.43) 2.61∗∗∗ (.55) −0.16 (1.92)
Age
25-34 −0.13 (0.13) 0.04 (0.19) −0.59 (0.58) −0.22 (0.16) 0.41∗ (0.20) −0.99 (0.69)
55-64 −0.03 (0.16) 0.32 (0.23) −0.14 (0.69) 0.12 (0.19) 0.48∗ (0.24) 0.40 (0.82)
25-34Pers −0.06 (.16) 0.36 (.26) −0.01 (.70) −0.14 (.23) 0.76∗ (.30) −0.10 (.103)

Race
Asian 0.17 (0.10) −0.37∗∗ (0.14) 0.73 (0.44) 0.10 (0.12) −0.33∗ (0.15) 0.42 (0.52)
Black 0.07 (0.10) 0.24 (0.14) 0.49 (0.43) 0.07 (0.12) 0.32∗ (0.15) 0.53 (0.51)
Mixed 0.19 (0.13) 0.16 (0.18) 0.85 (0.56) −0.13 (0.15) 0.43∗ (0.19) −0.12 (0.66)
AsianProf 0.40∗∗ (.15) −0.41∗ (.20) 1.67∗ (.65) 0.20 (.16) −0.44∗ (.19) 0.59 (.68)
AsianPers 0.01 (.12) −0.54∗∗ (.20) −0.05 (.56) 0.00 (.18) −0.37 (.24) 0.07 (.82)
BlackPers 0.12 (.12) 0.35 (.20) 0.94 (.55) 0.02 (.18) 0.59∗ (.23) 0.65 (.80)

Gender
Non-male −0.29∗∗∗ (0.07) −0.05 (0.10) −1.29∗∗∗ (0.32) −0.33∗∗∗ (0.09) 0.10 (0.11) −1.36∗∗∗ (0.38)
Non-maleProf −0.48∗∗∗ (.11) 0.03 (.15) −2.11∗∗∗ (.48) −0.52∗∗∗ (.12) 0.06 (.14) −2.25∗∗∗ (.50)

Political View
Str. liberal −0.19 (0.11) −0.28 (0.16) −1.16∗ (0.49) −0.34∗ (0.13) 0.14 (0.17) −1.51∗∗ (0.59)
Str. LiberalProf −0.25 (.18) 0.02 (.24) −1.08 (.76) −0.42∗ (.18) 0.58∗∗ (.22) −1.63∗ (.79)
Str. LiberalPers −0.15 (.16) −0.53∗ (.25) −1.14 (.70) −0.18 (.23) −0.36 (.30) −1.01 (.102)
LiberalPers −0.08 (.11) −0.52∗∗ (.18) −0.55 (.50) −0.07 (.17) −0.39 (.21) −0.38 (.74)

Education
AdvancedProf 0.43∗ (.19) −0.48 (.26) 1.39 (0.83) 0.31 (0.20) −0.40 (0.24) 1.03 (0.87)

Employment
40+ hrs 0.25∗ (0.11) 0.07 (0.16) 1.13∗ (0.51) 0.09 (0.14) 0.01 (0.17) 0.73 (0.60)

Discrimination
HighProf −0.36∗ (.18) 0.14 (.25) −1.79∗ (.79) −0.13 (.19) 0.27 (.23) −0.39 (.82)

∗∗∗𝑝 < 0.001; ∗∗𝑝 < 0.01; ∗𝑝 < 0.05
Table 3. Coefficients, Standard Errors, and Significance of Demographic Factors. Models used decision metrics as dependent variables,
demographic factors as independent variables, with random effects for subjects and use cases. Non-significant factors are excluded.
The intercept represents the dominant demographic group (White, Christian, Male), the lowest natural ordering (age 18-24, Not
Employed), and median scale values (Moderate, Associate’s degree). Subscript Prof denote professional and Pers denote personal.

DEV (𝛽 (SE)) USAGE (𝛽 (SE))

AI Literacy Judg. Conf. Judg.×Conf. Judg. Conf. Judg.×Conf.
Professional

(Intercept) 0.07 (0.30) 3.13∗∗∗ (0.33) −0.49 (1.27) −0.50 (0.32) 3.46∗∗∗ (0.34) −2.44 (1.35)
AI Ethics −0.04∗ (0.02) 0.02 (0.02) −0.15 (0.08) −0.00 (0.02) −0.01 (0.02) −0.06 (0.08)
Gen AI Usage Freq. 0.14∗∗ (0.04) −0.00 (0.05) 0.59∗∗ (0.19) 0.18∗∗∗ (0.05) −0.07 (0.05) 0.80∗∗∗ (0.20)
Gen AI Limit. Familiarity −0.09 (0.07) 0.20∗ (0.08) −0.38 (0.28) −0.06 (0.07) 0.18∗ (0.08) −0.38 (0.30)

Personal
(Intercept) 0.87∗∗∗ (0.22) 2.72∗∗∗ (0.40) 2.81∗∗ (1.00) 0.49 (0.30) 2.44∗∗∗ (0.45) 1.17 (1.30)
AI Skills 0.00 (0.01) 0.06∗ (0.02) 0.07 (0.06) 0.02 (0.02) 0.06∗ (0.03) 0.15∗ (0.08)
AI Ethics −0.05∗∗∗ (0.01) 0.01 (0.03) −0.23∗∗∗ (0.07) −0.06∗∗ (0.02) 0.07∗ (0.03) −0.26∗∗ (0.09)
Gen AI Usage Freq. 0.15∗∗∗ (0.03) 0.06 (0.06) 0.62∗∗∗ (0.15) 0.19∗∗∗ (0.05) −0.01 (0.07) 0.79∗∗∗ (0.20)
Gen AI Limit. Familiarity −0.06 (0.05) 0.00 (0.09) −0.25 (0.21) −0.10 (0.06) −0.10 (0.10) −0.50 (0.28)

∗∗∗𝑝 < 0.001; ∗∗𝑝 < 0.01; ∗𝑝 < 0.05
Table 4. Coefficients, Standard Errors, and Significance of AI Literacy Factors. Models used decision metrics as dependent variables
and AI literacy factors as independent variables, with random effects for subjects and use cases. Non-significant factors are excluded.

5.2.2 AI Literacy. We identified a correlation greater than 0.5 among three AI literacy aspects: awareness, usage, and
evaluation. These were aggregated into a single factor, AI Skills. As shown in Table 4, understanding of AI Ethics
was associated with lower acceptability for both personal (𝛽DEV = −0.05, 𝑝 < .001; 𝛽USAGE = −0.23, 𝑝 < .001) and
professional (𝛽DEV = −0.04, 𝑝 < .05). However, across both categories of use cases, high Generative AI Usage Frequency
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resulted in higher acceptance for both professional (𝛽DEV = 0.14, 𝑝 < .01; 𝛽USAGE = 0.18, 𝑝 < .001) and usage acceptance
(𝛽DEV = 0.15, 𝑝 < .001; 𝛽USAGE = 0.19, 𝑝 < .001). Notably, for personal use cases, AI Skills was positively associated with
confidence of judgments (𝛽 = 0.06, 𝑝 < .05 for both development and usage) and judgment weighted by confidence
(𝛽USAGE = 0.15, 𝑝 < .05), while Generative AI Limitation Familiarity was positively associated with confidence for
professional usage (𝛽DEV = 0.20, 𝑝 < .05; 𝛽USAGE = 0.18, 𝑝 < .05 for usage). These results implicate that different
understandings of and experiences with AI can impact judgments of acceptability, corroborating previous findings [43].

5.3 RQ3. Factors in Participant Rationale

To provide deeper insights to our analyses of acceptability judgments, we also examined open-text rationales (Q3) for
judgments of development (Q1) and conditions for switching their decisions (Q4).
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Fig. 5. Percentage of reasoning types (cost-benefit and rule-based) by use cases in participant provided rationales (Q3, Q4).

5.3.1 Decision-making Types. As we defined in § 4.2, we focus on two distinct reasoning types for decision-making,
distinguished by consideration of outcome versus consideration of value inherent in action: cost-benefit reasoning
(e.g., “it gives more people access to medical advice and treatment”, P365) and rule-based reasoning (e.g., should not
be developed because “human interaction is better”, P249). As shown in Figure 5, generally, participants used more
cost-benefit reasoning with highest percentage for IT Support Specialist (91.0%) and Nutrition Optimizer (92.8%). This
result is particularly interesting as we observed these two use cases to have the lowest disagreement (see § 5.1.1) and
signifies that perhaps unified reasoning type leads to less disagreement.

On the other hand, rationales for Elementary School Teacher AI contained most percentage of rule-based reasoning
(30.0%) followed by Lawyer AI (22.0%). Interestingly, Elementary School Teacher AI and Lawyer AI were the use cases
with the lowest development acceptability. These results suggest that less acceptable AI use cases might trigger more
rule-based reasoning, which could, however, be due to the lack of consensus and rules around AI, especially those
that are positive. this suggests the use of rule-based reasoning might correlate with judging AI use cases to be more
unacceptable. These results suggest that the use of rule-based reasoning might correlate with judging AI use cases
to be more unacceptable.
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Fig. 6. Proportion of presence of moral foundations in participant’s rationale responses (Q3, Q4) aggregated by use case.
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5.3.2 Moral Foundations. Beyond reasoning types, we explored moral foundations to provide insights into what values
are relevant for AI use case decisions (Figure 6). For example, P12 responded that Elementary School Teacher AI use case
should be developed because it “could give elementary schooling to children who are bed ridden...”, which was annotated
with both values of Care (focusing on the well-being and nurturing of bed-ridden children) and Fairness (focusing on
fair access to education). Upon analysis, we observe that Care (i.e., dislike of pain of others, feelings of empathy and
compassion toward others) was the most prevalent moral value in participants’ rationales across the use cases. Of note,
Care could impact the acceptability of AI use cases in both directions, as conveyed by P385 who noted that Customized
Lifestyle Coach AI should be developed because “it may help improve some people’s health” but would change their
decision if “it caused harm to even one person.” While our choice of medical domain in personal usage could have
impacted the distribution, care was still the most prevalent considering only professional use cases.

Participants’ rationales evoked fairness value more than care for two use cases, Lawyer AI (0.62) and Government
Eligibility Interviewer (0.74) respectively. These results could be due to the characteristics of the use cases, such as
their main purpose and function, as noted by P88, Government Eligibility Interviewer should be developed because “it
might be less biased and therefore more fair in it decisions (sic)”. Authority was most apparent in participant rationales
for Lawyer AI (0.37) and Purity for Flavorful Swaps (0.35).
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Fig. 7. Proportion of presence of switching conditions (Functionality, Usage, Societal Impact) mentioned in participant’s switching
conditions (Q4) aggregated by use case and divided into positive and negative development acceptability. The total positive proportion
of the switching condition (indicated with same hue) by use case is the sum of both positive and negative bars.

5.3.3 Switching Conditions. We have thus far explored firmness of the decision through levels of confidence provided
by users. We further explore the flexibility of participants’ judgments to understand possible mitigation of disagree-
ments through concerns expressed in conditions under which they would switch their decisions (Figure 7). Overall,
Functionality (53.3%; e.g., Medical Adivce AI should not be developed if it “consistently or had a high percentage of
failure to diagnose correctly.”, P373) was the most commonly noted concern that would switch participants decision.
This was followed by Societal Impact (42.3%; e.g., Lawyer AI should not be developed if “it puts too many human lawyers
out of work”, P97), Usage (31.8%; e.g., Government Eligibility Interviewer should be developed if “it was only used to
read and screen applications but not for making decisions”), Not Applicable (0.02%; e.g., will not change decision).

Interestingly, Societal Impact (50.6%) was more prevalent followed by Functionality (46.4%) for professional use cases
whereas Functionality (54.4%) was the most frequently mentioned concern for personal use cases. One of the reasons
for frequent mention of Societal Impact in professional use cases could be due to concerns of labor replacement for
professional use cases: as described by P296, if Elementary School Teacher AI “was to replace teachers with the ai to save

money”, they would switch decision from should be developed to should not be developed. Moreover, we observe that
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Societal Impact was the most prevalent concern for those (31%) who thought the use case was unacceptable across
all use cases and was especially prevalent for Elementary School Teacher AI (0.47). These diverging results show the
importance of understanding granular concerns by use cases to effectively address the relevant issues. Participants’
responses that were identified as being both rule-based and concerned about societal impact expressed rules such as
necessity of humanness as expressed by P22, “a human touch is 100% necessary” when discussing Elementary School
AI, whether it be due to belief that “AI would lack empathy” (P5) or that “humans need human interactions” (P44).

DEV (𝛽 (SE)) USAGE (𝛽 (SE))

Rationale Factors Judg. Conf. Judg.×Conf. Judg. Conf. Judg.×Conf.
(Intercept) 0.07 (0.12) 4.04∗∗∗ (0.17) 0.20 (0.46) 0.15∗∗ (0.05) 3.93∗∗∗ (0.18) −0.92 (0.68)
Reasoning Type
Cost-benefit 0.33∗∗ (0.10) 0.17 (0.15) 1.35∗∗∗ (0.39) −0.10∗ (0.04) 0.30 (0.16) 2.07∗∗∗ (0.52)
Rule-based −0.47∗∗∗ (0.09) 0.44∗∗ (0.13) −1.64∗∗∗ (0.35) −0.06 (0.04) 0.26 (0.14) −1.05∗ (0.47)

Moral Value
Care 0.08 (0.05) −0.21∗∗ (0.08) 0.09 (0.20) 0.02 (0.02) −0.12 (0.08) 0.44 (0.28)
Fairness 0.10∗ (0.04) −0.21∗∗ (0.07) 0.47∗∗ (0.17) 0.01 (0.02) −0.18∗∗ (0.07) 0.83∗∗∗ (0.23)
Purity 0.03 (0.06) −0.12 (0.08) 0.12 (0.21) 0.01 (0.02) −0.06 (0.09) −0.13 (0.29)
Authority −0.11 (0.06) −0.18∗ (0.09) −0.43 (0.22) 0.01 (0.02) −0.19∗ (0.09) 0.17 (0.31)

Switching Condition
Functionality −0.08∗ (0.04) −0.05 (0.06) −0.34∗ (0.15) −0.01 (0.02) −0.13∗ (0.06) −0.05 (0.21)
Usage 0.12∗∗∗ (0.01) 0.02∗ (0.01) 0.56∗∗∗ (0.02) 0.24∗∗∗ (0.00) −0.04∗∗∗ (0.01)
Societal Impact −0.11∗ (0.04) 0.01 (0.06) −0.49∗∗ (0.17) 0.03 (0.02) −0.13 (0.07) −0.76∗∗∗ (0.23)

∗∗∗𝑝 < 0.001; ∗∗𝑝 < 0.01; ∗𝑝 < 0.05
Table 5. Coefficients, Standard Errors, and Significance of Rationale Factors in Participants’ Open-Text Responses. Models used
decision metrics as dependent variables and rational factors and independent variables, with random effects for subjects and use
cases. All rationale factors were coded as binary (presence: 0, 1). Non-significant factors are excluded.

5.3.4 Rationale Factors and Judgment. The results of analyzing the influence of rationale factors on judgments of
acceptability indicated several significant effects (Table 5). We first verified that the factors had less than 0.5 correlation
with each other. For acceptability of development, use of Cost-benefit reasoning in rationale was associated with
increased acceptability (𝛽DEV = 0.33, 𝑝 < .01), while Rule-based reasoning was negatively associated with acceptability
(𝛽DEV = −0.47, 𝑝 < .001). Interestingly, for usage, Cost-benefit reasoning was negatively associated with acceptability
(𝛽USAGE = −0.10, 𝑝 < .05) but positively for judgment weighted by confidence (𝛽USAGE = 2.07, 𝑝 < .001). Rule-based
reasoning indicated lower usage acceptability for judgment weighted by confidence, consistent with acceptability of
development. In the moral value category, Fairness in rationales had positive associations with acceptance (𝛽DEV =

0.47, 𝑝 < .01, 𝛽USAGE = 0.83, 𝑝 < .001; judgment weighted by confidence).
Analyzing switching conditions showed that participants who answered negatively to the development of use cases

mentioned the concerns about Functionality (𝛽DEV = −0.08, 𝑝 < .05) and Societal Impact to switch their decisions
(𝛽DEV = −0.11, 𝑝 < .05). However, those who were positive towards development of use case indicated emphasis on
Usage (𝛽DEV = 0.12, 𝑝 < .001) as a condition to reverse their decisions. Thus, our findings highlight diverse perspectives
on requirements and concerns of AI use cases, especially with varying perception of acceptability.

6 Conclusion and Discussion

We conducted a study to understand how and why laypeople perceive various AI use cases as acceptable or not. To
achieve this, we developed a survey that gathered judgments and reasoning processes from 197 participants who were
demographically diverse and had varying levels of experiencewith AI. Participants were asked to provide their judgments
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on the acceptability of AI use cases, along with rationales for their decisions (e.g., "Should / Should not be developed,
because...") and conditions that might change their decisions (e.g., "I would switch my decision if..."). The survey covered
ten different AI use cases, spanning both personal and professional domains, and included varying levels of risk. Our
findings revealed significant variation in the acceptability judgments and reasoning factors based on the domain, risk
level, and participants’ attributes, such as AI literacy and gender. We discuss the implications of these findings below.

Use Case Perceptions and Disagreements. In our study, we explored the varying acceptability of AI across different use
cases. Generally, acceptance was lower in scenarios with higher educational requirements and greater EU AI risk levels.
Professional use cases displayed more variability, notably with Elementary School Teacher AI, which was uniquely
unacceptable. This underscores the necessity for further research into how AI should be developed and integrated, as
well as what skills it should have, particularly in fields where empathy and care are crucial [15, 38, 82]. In addition, prior
FAccT research have also highlighted how AI practitioners desire understanding lay people’s perception on AI fairness in
specific use cases [25, 26, 65, 69]. Drawing from prior HCI and AI research [19, 27, 45], future FAccT researchers and prac-
titioners should explore how to meaningfully connect lay people’s use case perceptions with AI developers’ workflows.

While prior research has emphasized understanding AI consequences [41] and providing tools and processes to
uncover impact [16, 24, 78], our findings reveal a greater presence of rule-based reasoning in contentious use cases,
suggesting a need for diverse approaches to understanding AI beyond mere consequence anticipation. Moreover, while
care was generally predominant, we observed that fairness gained prominence in Lawyer AI and Government Eligibility
Interviewer AI. This variability underscores the importance of considering values in AI evaluation and training [9, 12],
rather than solely emphasizing functionality, which is the current trend in AI research [13]. Additionally, societal
impact considerations were more evident in unacceptable use cases, emphasizing the necessity for implementing safety
guardrails when deploying AI with significant social implications [67].

Demographics and AI Literacy. In line with prior work [42, 53], our results highlighted significant differences
among demographic groups and perceived acceptance of use cases, especially for professional use (§5.2). Non-majority
demographic groups, especially non-male gender groups, found both personal and professional use cases less acceptable.
Those experiencing high discrimination chronicity also found professional use less acceptable. Our findings provide
future FAccT research with valuable empirical insights on AI integration in contexts such as workplace, where
marginalized worker’s agency, earning, and occupational well-being are disproportionately affected [5, 52].

Furthermore, our work highlighted a potential polarization on perceptions of AI among workers as those with 40+
hours employment and those who had advanced degrees were more positive towards AI use cases, suggesting that the re-
lationship stakeholders have to AI and jobs might influence acceptability. Such a concern was expressed by one of our par-
ticipants who opposed development of Telemarketer AI because it “overlaps with my industry, and hence serves as a threat

to my job security” (P35). Thus, our results corroborate the need to further explore methods to include diverse workers
and various stakeholders into the discussion of workplace AI integration and development [20, 30].We also found that fre-
quent AI usage increased acceptance, while understanding AI ethics and limitations decreased acceptance. This suggests
that balanced AI awareness and education, encompassing usage, skills, and ethics, could guide and improve decision-
making [61], e.g., through educational interventions targeting AI skills and ethical implication literacy (e.g., [64, 80]).

Rationales. Through analyzing participants’ rationales, we observed an interesting pattern with higher cost-benefit
reasoning use cases with least disagreement and more prevalence of rule-based reasoning for those with higher disagree-
ment (§5.3). These results suggest different valuation systems employed by participants perhaps leading to different
Manuscript submitted to ACM
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conclusions and suggests some use cases have beyond simple utilitarian implication for society, which should be explored
more carefully in future studies. Building upon our empirical findings, future work could develop tools and interventions
which encourage specific types of acceptability reasoning such as rule and value based [70] or cost-benefit analyses [46].

However, as our study was limited to the two reasoning type categories, expanding this analysis would be essential
for future work including finding ways to classify what features people are considering in their decisions, how the
weights on those features impact what kind of decision-making strategy they will use, and whether there are other
ways to understand their decision strategies beyond our current classification. Future FAccT research can build upon
these further understandings to guide policy making and consensus building. For example, in addition to conducting
surveys with single participant, future work can explore how group discussions and deliberations shape communities’
collective understanding of AI impacts (e.g., [28, 32, 44, 45, 84])
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A Additional Survey Details

A.1 SurveyQuestions

In our survey we ask participants to read one or more descriptions of AI use cases and to make two judgments: 1) “Do
you think a technology like this should exist?” (Q1) and 2) “If the <use case> exists, would you use its services?” (Q5). A
question to indicate their level of confidence is asked following each question (Q5, Q6). The participants are asked to
both elaborate on their decisions (Q3) and specify the conditions under which they would switch their decisions (Q4).
The detailed wordings for the questions are shown in Table 6.

Following the main use case questions in both the main and second study, we also asked participants questions about
their demographics and literacy levels in AI, and the questions can be found in Table 7 and 8 respectively.

Lastly, while not included in the main text, we asked participants 3 questionnaires about decision making styles to
explore the relationship between several decision making styles and the actual decisions of the participants. These
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included: (1) Oxford Utilitarianism Scale, (2) Toronto Empathy Questionnaire and (3) Moral Foundations Questionnaire.
The decision making style questions can be found in Table 9, 10 and 11 respectively.

Question ID Question Answer Type

AI Perception Question (Before)

AI Perception Before Overall, how does the growing presence of artificial intelligence (AI) in daily life and society make
you feel?

5 Point Likert Scale

Part 1 Specific Questions

UCX-1 Do you think a technology like this should be developed? Yes/No
UCX-2 How confident are you in your above answer? 5 Point Likert Scale
UCX-3Y Please complete the following: [Use Case] should be developed because... Text
UCX-3N Please complete the following: [Use Case] should not be developed because... Text
UCX-4Y Under what circumstances would you switch your decision from [UCX-2 Answer] should be developed

to should not be developed?
Text

UCX-4N Under what circumstances would you switch your decision from [UCX-2 Answer] should not be
developed to should be developed?

Text

UCX-5 If [Use Case] exists, would you ever use its services (answer yes, even if you think you would use it
very infrequently)?

Yes/No

UCX-6 How confident are you in your above answer? 5 Point Likert Scale

AI Perception Question (After)

AI Perception After Before we continue, we’d like to get your thoughts on AI one more time. Overall, how does the
growing presence of artificial intelligence (AI) in daily life and society make you feel?

5 Point Likert Scale

Table 6. Main Study Specific Question, the "X" inQuestion IDs is a placeholder for the use case number, which ranges from 1 to 5, for
the 5 use cases in the jobs and personal use cases respectively.

Question ID Question

D-Q1 How old are you?
D-Q2 Choose one or more races that you consider yourself to be
D-Q3 Do you identify as transgender?
D-Q4 How would you describe your gender identity?
D-Q5 How would you describe your sexual orientation?
D-Q6 What is your present religion or religiosity, if any?
D-Q7 In general, would you describe your political views as. . .
D-Q8 What is the highest level of education you have completed?
D-Q9 In which country have you lived in the longest?
D-Q10 What other countries have you lived in for at least 6 months?
D-Q11 Which of the following categories best describe your employment status?
D-Q12 How would you describe the industry your job would be in? (Select all that apply)
D-Q13 Do you identify with any minority, disadvantaged, demographic, or other specific groups? If so, which one(s)? (E.g., racial, gender

identity, sexuality, disability, immigrant, veteran, etc.); use commas to separate groups.
D-Q14 (Optional) What are some things that you are most concerned about lately?
𝐷 − 𝑄151 In your day-to-day life how often have any of the following things happened to you? You are treated with less courtesy or respect

than other people
𝐷 − 𝑄152 In your day-to-day life how often have any of the following things happened to you? You receive poorer service than other people at

restaurants or stores
𝐷 − 𝑄153 In your day-to-day life how often have any of the following things happened to you? People act as if they think you are not smart
𝐷 − 𝑄154 In your day-to-day life how often have any of the following things happened to you? People act as if they are afraid of you
𝐷 − 𝑄155 In your day-to-day life how often have any of the following things happened to you? You are threatened or harassed
D-Q16 If the answer to Q15 is ”A few times a year” or more frequently to at least one of the statements, what do you think is the main reason

for these experiences? (Select all that apply)

Table 7. Demographic Questions
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Question ID Question

AI-Q1 I can identify the AI technology employed in the applications and products I use.
AI-Q2 I can skillfully use AI applications or products to help me with my daily work.
AI-Q3 I can choose the most appropriate AI application or product from a variety for a particular task.
AI-Q4 I always comply with ethical principles when using AI applications or products.
AI-Q5 I am never alert to privacy and information security issues when using AI applications or products.
AI-Q6 I am always alert to the abuse of AI technology.
AI-Q7 How frequently do you use generative AI (i.e., artificial intelligence that is capable of producing high quality texts, images, etc. in

response to prompts) products such as ChatGPT, Bard, DALL·E 2, Claude, etc.?
AI-Q8 How familiar are you with limitations and shortcomings of generative AI?

Table 8. AI LiteracyQuestions. The questions are on a 7 point likert scale ranging from Strongly disagree to Neutral to Strongly agree

Question ID Question

Util1 If the only way to save another person’s life during an emergency is to sacrifice one’s own leg, then one is morally required to make
this sacrifice.

Util2 It is morally right to harm an innocent person if harming them is a necessary means to helping several other innocent people.
Util3 From a moral point of view, we should feel obliged to give one of our kidneys to a person with kidney failure since we don’t need two

kidneys to survive, but really only one to be healthy.
Util4 If the only way to ensure the overall well-being and happiness of the people is through the use of political oppression for a short,

limited period, then political oppression should be used.
Util5 From a moral perspective, people should care about the well-being of all human beings on the planet equally; they should not favor

the well-being of people who are especially close to them either physically or emotionally
Util6 It is permissible to torture an innocent person if this would be necessary to provide information to prevent a bomb going off that

would kill hundreds of people.
Util7 It is just as wrong to fail to help someone as it is to actively harm them yourself.
Util8 Sometimes it is morally necessary for innocent people to die as collateral damage if more people are saved overall.
Util9 It is morally wrong to keep money that one doesn’t really need if one can donate it to causes that provide effective help to those who

will benefit a great deal.

Table 9. Utilitarianism Questions. The questions are on a 7-point likert scale ranging from 1 (Strongly Disagree) to 7 (Strongly Agree)

Question ID Question

Empathy1 When someone else is feeling excited, I tend to get excited too.
Empathy2 Other people’s misfortunes do not disturb me a great deal.
Empathy3 It upsets me to see someone being treated disrespectfully.
Empathy4 I remain unaffected when someone close to me is happy.
Empathy5 I enjoy making other people feel better.
Empathy6 I have tender, concerned feelings for people less fortunate than me.
Empathy7 When a friend starts to talk about his/her problems, I try to steer the conversation towards something else.
Empathy8 I can tell when others are sad even when they do not say anything.
Empathy9 I find that I am “in tune” with other people’s moods.
Empathy10 I do not feel sympathy for people who cause their own serious illnesses.
Empathy11 I become irritated when someone cries.
Empathy12 I am not really interested in how other people feel.
Empathy13 I get a strong urge to help when I see someone who is upset.
Empathy14 When I see someone being treated unfairly, I do not feel very much pity for them.
Empathy15 I find it silly for people to cry out of happiness.
Empathy16 When I see someone being taken advantage of, I feel kind of protective towards him/her.

Table 10. EmpathyQuestions. The questions are on a 5 point likert scale ranging from Never to Always.

A.2 Participant Details

The demographics of the participants for our study is shown in Tables 13 to 35. There was a fairly balanced distribution
of participants across the different age groups, although there was a slightly higher proportion of participants in
the 25-34 years old and 45-54 years old age ranges. In terms of racial distribution, there were more White/Caucasian
participants compared to the other races. The gender distribution was relatively balanced in terms of males vs non-males.
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Question ID Question

Moral Foundation Questionnaire (First Half)
When you decide whether something is right or wrong, to what extent is the following consideration relevant to your thinking?

MFQ 1 Whether or not someone suffered emotionally
MFQ 2 Whether or not some people were treated differently than others
MFQ 3 Whether or not someone’s action showed love for his or her country
MFQ 4 Whether or not someone showed a lack of respect for authority
MFQ 5 Whether or not someone violated standards of purity and decency
MFQ 6 Whether or not someone was good at math
MFQ 7 Whether or not someone cared for someone weak or vulnerable
MFQ 8 Whether or not someone acted unfairly
MFQ 9 Whether or not someone did something to betray his or her group
MFQ 10 Whether or not someone conformed to the traditions of society
MFQ 11 Whether or not someone did something disgusting

Moral Foundation Questionnaire (Second Half)

MFQ 12 Compassion for those who are suffering is the most crucial virtue.
MFQ 13 When the government makes laws, the number one principle should be ensuring that everyone is treated fairly.
MFQ 14 I am proud of my country’s history.
MFQ 15 Respect for authority is something all children need to learn.
MFQ 16 People should not do things that are disgusting, even if no one is harmed.
MFQ 17 It is better to do good than to do bad.
MFQ 18 One of the worst things a person could do is hurt a defenseless animal.
MFQ 19 Justice is the most important requirement for a society.
MFQ 20 People should be loyal to their family members, even when they have done something wrong.
MFQ 21 Men and women each have different roles to play in society.
MFQ 22 I would call some acts wrong on the grounds that they are unnatural.

Table 11. Moral FoundationQuestionnaire: 20Questions. The first part of the questionnaire consists of 11 questions on a 6-point likert
scale ranging from 0 (Not At All Relevant) to 5 (Extremely Relevant). The second part of the questionnaire consists of 11 questions on
a 6-point likert scale ranging from 0 (Strongly Disagree) to 5 (Strongly Agree). Note: Questions MFQ 6 and 17 are meant to catch
participants that are not answering the questionnaire properly and are not included in the MFQ score calculation.

The participants were mostly employed or looking for work and a majority of them also had at least some form of
college education. Most participants identified as liberal in terms of political leaning. Participants’ AI literacy scores are
shown in Table 19 and AI Ethics score are shown in Table 20.

Participants were allocated 5 use cases from one of the scenarios and the allocation between the 2 scenarios are
well-balanced and can be found in Table 12.

A.3 Open-text Annotation Dimensions

Reasoning Type. Inspired by previous works in moral psychology, we used two main reasoning types to characterize
participants’ decision making pattern as expressed in their open-text answers: cost-benefit reasoning and rule-based
reasoning [21]. These two reasoning types are rooted in two decision making processes in moral and wider decision
making literature: utilitarian and deontological reasoning, respectively. Cost-benefit reasoning thus considers the
possible outcomes and their expected utility or value when making decisions, and rule-based reasoning shows more
inherent value in action or entities. See § 2.3 for further discussion.

Moral Values. To annotate which values were prevalent in participants’ considerations of use cases, we used five
moral values: care, fairness, loyalty, authority, and purity [33, 34]. While these dimensions have been re-defined to
include more diverse values from participants beyond WEIRD (white, educated, industrialized, rich, and democratic) [7],
we used these five dimensions due to brevity of the questionnaire, which was used in the survey to provide importance
of each values to participants.
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Use Case Participants
Allocated

Personal Use Cases

Digital Medical Advice

97
Customized Lifestyle Coach
Personal Health Research
Nutrition Optimizer
Flavorful Swaps

Labor Replacement Use Cases

Lawyer

100
Elementary School Teacher
IT Support Specialist
Government Eligibility Interviewer
Telemarketer

Table 12. Participant allocation to each category of scenarios.

Racial Identity (N) (%) Age N (%) Gender Identity N (%) Education N (%)

White or Caucasian 33 (33.0) 18-24 11 (11.0) Man 49 (49.0) Bachelor’s degree 36 (36.0)
Black or African American 23 (23.0) 45-54 27 (27.0) Non-male 51 (51.0) Graduate degree∗ 18 (18.0)
Asian 21 (21.0) 25-34 22 (22.0) Some college ∗ 17 (17.0)
Mixed 13 (13.0) 55-64 20 (20.0) High school diploma∗ 16 (16.0)
Other 10 (10.0) 35-44 14 (14.0) Associates degree∗ 13 (13.0)

2 (0.7) 65+ 6 (6.0) Some high school∗ 0 (0.0)

Table 13. Labor Replacement Study 1 Survey: Racial, age, gender identities and education level of participants. Asterisk (*) denotes
labels shortened due to space.

Minority/Disadvantaged Group (N) (%) Transgender N (%) Sexuality N (%) Political Leaning N (%)

No 68 (68.0) No 97 (97.0) Heterosexual 78 (78.0) Liberal 34 (34.0)
Yes 32 (32.0) Yes 2 (2.0) Others 22 (22.0) Moderate 23 (23.0)

Prefer not to say 1 (1.0) Strongly liberal 20 (20.0)
Conservative 18 (18.0)
Strongly conservative 4 (4.0)
Prefer not to say 1 (1.0)

Table 14. Labor Replacement Study 1 Survey: Additional demographic identities

Switching Conditions. We annotated concerns expressed in switching conditions using three categories: functionality
(e.g., errors, bias in systems, limited capabilities), usage (e.g., errors, bias in systems, limited capabilities), and societal
impact (e.g., job loss, over-reliance), inspired by harm taxonomy developed by Solaiman et al. and user concern
annotation practice adopted by Mun et al..

B Open-text Annotation Details

B.1 Automatic Annotation

B.1.1 Methods. We used Open-AI’s o1-mini model with maximum tokens set to 1024 to control response length, use
a temperature of 0.7 to manage randomness, and keep top_p at 1 with default settings for frequency and presence
penalties at 0. Prompts will be released with data upon acceptance.
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Longest Residence (N) (%) Employment N (%) Occupation (Top 10) N (%) Religion N (%)

United States of Amer-
ica

97 (97.0) Employed, 40+ 53 (53.0) Other 35 (35.0) Christian 29 (29.0)

Others 3 (3.0) Employed, 1-39 16 (16.0) Prefer not to answer 10 (10.0) Agnostic 20 (20.0)
Retired 9 (9.0) Health Care and Social

Assistance
10 (10.0) Atheist 15 (15.0)

Not employed, looking
for work

7 (7.0) Information 10 (10.0) Nothing in particular 13 (13.0)

Disabled, not able to
work

5 (5.0) Manufacturing 7 (7.0) Catholic 11 (11.0)

Not employed, NOT
looking for work

4 (4.0) Professional, Scientific,
and Technical Services

7 (7.0) Muslim 5 (5.0)

Other: please specify 4 (4.0) Arts, Entertainment,
and Recreation

6 (6.0) Hindu 3 (3.0)

Prefer not to disclose 2 (2.0) Retail Trade 6 (6.0) Something else, Spec-
ify

2 (2.0)

Finance and Insurance 5 (5.0) Jewish 1 (1.0)
Transportation and
Warehousing, and
Utilities

4 (4.0) Buddhist 1 (1.0)

Table 15. Labor Replacement Study 1 Survey: Additional demographic identities. The Occupation category was capped at the top 10
for brevity, with the remaining occupations merged together with the Other: please specify option.

Racial Identity (N) (%) Age N (%) Gender Identity N (%) Education N (%)

White or Caucasian 29 (29.9) 45-54 30 (30.9) Man 50 (51.5) Bachelor’s degree 40 (41.2)
Black or African American 26 (26.8) 25-34 26 (26.5) Non-male 47 (48.5) Some college ∗ 21 (21.6)
Asian 20 (20.6) 55-64 14 (14.4) Graduate degree∗ 14 (14.4)
Other 14 (14.4) 35-44 13 (13.4) High school diploma∗ 13 (13.4)
Mixed 8 (8.2) 18-24 9 (9.3) Associates degree∗ 8 (8.2)

2 (0.7) 65+ 4 (4.1) Some high school∗ 1 (1.0)
Prefer not to disclose 1 (1.0)

Table 16. Personal Use Cases Study 1 Survey: Racial, age, gender identities and education level of participants. Asterisk (*) denotes
labels shortened due to space.

Minority/Disadvantaged Group (N) (%) Transgender N (%) Sexuality N (%) Political Leaning N (%)

No 51 (52.6) No 94 (96.9) Heterosexual 75 (77.3) Liberal 34 (35.1)
Yes 46 (47.4) Yes 3 (3.1) Others 22 (22.7) Moderate 31 (32.0)

Prefer not to say 0 (0.0) Strongly liberal 12 (12.4)
Conservative 10 (10.3)
Strongly conservative 9 (9.3)
Prefer not to say 1 (1.0)

Table 17. Personal Use Cases Study 1 Survey: Additional demographic identities

B.1.2 Results. Results for inter-rater reliability analysis of o1’s annotations are shown in Table 21.

C Factors Impacting Acceptability Judgments

C.1 Use Case Factors

Additional analysis of use case factors showing distribution of judgments by use case sorted by standard deviation is
shown in Figure 8. Table 22 shows analysis of use case effect using ANOVA.
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Longest Residence (N) (%) Employment N (%) Occupation (Top 10) N (%) Religion N (%)

United States of Amer-
ica

93 (95.9) Employed, 40+ 46 (47.4) Other 36 (35.6) Christian 40 (40.8)

Others 4 (4.1) Employed, 1-39 22 (22.7) Health Care and Social
Assistance

11 (11.3) Catholic 16 (16.3)

Not employed, looking
for work

13 (13.4) Prefer not to answer 10 (10.3) Agnostic 15 (15.3)

Not employed, NOT
looking for work

4 (4.1) Professional, Scientific,
and Technical Services

9 (9.3) Nothing in particular 11 (11.2)

Disabled, not able to
work

4 (4.1) Educational Services 9 (9.3) Atheist 5 (5.1)

Other: please specify 4 (4.1) Finance and Insurance 8 (8.2) Something else, Spec-
ify

5 (5.1)

Retired 3 (3.1) Arts, Entertainment,
and Recreation

5 (5.2) Buddhist 3 (3.1)

Prefer not to disclose 1 (1.0) Manufacturing 5 (5.2) Muslim 1 (1.0)
Retail Trade 4 (4.1) Jewish 1 (1.0)
Accommodation and
Food Services

4 (4.1) Hindu 1 (1.0)

Table 18. Personal Use Cases Study 1 Survey: Additional demographic identities. The Occupation category was capped at the top 10
for brevity, with the remaining occupations merged together with the Other: please specify option.

Score AI Awareness AI Usage AI Evaluation Gen AI Usage Freq. Gen AI Limit. Familiarity
1 25 15 30 35 55
2 40 60 75 200 320
3 75 90 105 155 345
4 140 125 125 235 230
5 380 310 275 220 35
6 280 300 310 140 —
7 45 85 65 — —

Table 19. AI literacy scale participant count. Questions are on a 7-point likert scale of increasing score meaning increase in literacy
for the aspect. Gen AI Usage Frequency has max score of 6 and Limitation Familiarity has max value of 5.
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Fig. 8. Numerically converted Judgment x Confidence (-5, 5) by use cases distributions sorted by standard deviation of both existence
and usage (sum; highest to lowest) using data from Study 1 results.
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Score AI Ethics
5 15
6 10
7 25
8 25
9 75
10 105
11 165
12 100
13 105
14 90
15 120
16 80
17 35
18 35

Table 20. AI ethics score count for total AI ethics score (sum over 3 questions with 7 point likert scale with max possible value of 21)

Category AC1 Interpretation 95% CI p-value z SE PA PE
Cost Benefit 0.976 Almost Perfect (0.942, 1.000) 0.0 56.9 0.0172 0.980 0.164
Rule Based 0.848 Almost Perfect (0.754, 0.943) 0.0 17.8 0.0476 0.890 0.276
Care 0.427 Moderate (0.234, 0.619) 2.76 × 10−5 4.40 0.0970 0.650 0.390
Fairness 0.411 Moderate (0.224, 0.599) 3.29 × 10−5 4.35 0.0945 0.690 0.474
Authority 0.839 Almost Perfect (0.743, 0.935) 0.0 17.3 0.0486 0.880 0.255
Purity 0.758 Substantial (0.639, 0.878) 0.0 12.6 0.0603 0.820 0.255
Functionality 0.587 Moderate (0.425, 0.749) 1.31 × 10−10 7.18 0.0818 0.790 0.492
Usage 0.673 Substantial (0.525, 0.822) 1.47 × 10−14 9.03 0.0746 0.820 0.449
Societal Impact 0.595 Moderate (0.432, 0.759) 1.01 × 10−10 7.23 0.0823 0.770 0.432

Table 21. Inter-rater Agreement using Gwet’s AC1. Interpretation according to [81].

Acceptability Aspect Factor Sum Sq Mean Sq NumDF DenDF Pr(>F)

EXIST
Judgment Category 29.903 29.903 1 197 5.98e-11 ***

Use Case 86.116 9.5684 9 641.38 < 2.2e-16 ***

Confidence Category 0.0017113 0.0017113 1 197 0.9563
Use Case 13.519 1.5021 9 603.23 2.7243 0.004037 **

USAGE
Judgment Category 8.4257 8.4257 1 197 0.0002488 ***

Use Case 73.801 8.2001 9 610.34 < 2.2e-16 ***

Confidence Category 1.3444 1.3444 1 197 0.153
Use Case 20.721 2.3023 9 603.36 0.0001783 ***

Table 22. ANOVA analysis of LMER models judgment ∼ category + (1 | subject) and judgment ∼ useCase + (1 | subject)
(same formulas repeated with confidence as a dependent variable) analyzed with Study 1 data.

C.2 Demographics Factors

Additional analysis using ANOVA for demographic factors is shown in Table 23.

C.2.1 Questionnaires. Interestingly, only Loyalty had a significant effect on both existence (0.20, 𝑝 < .001) and usage
(0.20, 𝑝 < .01) as shown in Table 24. Moreover, Empathy had a positive and marginally significant effect for usage
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EXIST USAGE

Demographics Judgment Confidence Judg.×Conf. Judgment Confidence Judg×Conf.
All

Gender 16.60∗∗∗ 0.19 16.71∗∗∗ 15.26∗∗∗ 0.83 13.14∗∗∗

Race 1.62 4.09∗∗ 1.45 0.65 5.12∗∗∗ 0.45
Employment 1.13 3.03∗ 1.14 0.43 1.71 0.69
Sexual Orientation 0.42 0.37 0.19 0.75 5.22∗ 0.09

Professional
Race 2.56∗ 1.80 2.34. 1.04 2.91∗ 0.48
Gender 18.37∗∗∗ 0.05 19.51∗∗∗ 19.83∗∗∗ 0.19 20.21∗∗∗

Education 1.98 0.96 1.34 2.25. 1.12 2.07.
Discrimination 2.18 0.68 2.67. 0.29 1.46 0.13

Personal
Race 2.11. 4.36∗∗ 2.28. 0.16 4.07∗∗ 0.38
Political View 0.38 3.39∗ 0.86 0.33 1.56 0.36
Employment 0.85 2.42∗ 1.47 0.33 0.30 0.36

∗∗∗𝑝 < 0.001; ∗∗𝑝 < 0.01; ∗𝑝 < 0.05; .𝑝 < 0.1
Table 23. ANOVA Results by Demographic Category (F-value with Significance)

EXIST (𝛽 (SE)) USAGE (𝛽 (SE))

Decision Style Factors Judg. Conf. Judg.×Conf. Judg. Conf. Judg.×Conf.
(Intercept) 0.11 (0.34) 3.10∗∗∗ (0.46) −0.32 (1.46) −0.74 (0.39) 2.98∗∗∗ (0.49) −4.04∗ (1.68)
MFQ Care 0.00 (0.01) −0.01 (0.02) 0.01 (0.06) −0.00 (0.02) 0.02 (0.02) −0.01 (0.07)
MFQ Fairness −0.01 (0.02) 0.04 (0.02) −0.03 (0.07) 0.01 (0.02) 0.01 (0.02) 0.05 (0.08)
MFQ Loyalty 0.04∗∗∗ (0.01) −0.01 (0.02) 0.18∗∗∗ (0.05) 0.04∗∗ (0.01) −0.01 (0.02) 0.18∗∗ (0.06)
MFQ Authority −0.01 (0.01) 0.02 (0.02) −0.05 (0.05) 0.00 (0.02) 0.03 (0.02) 0.02 (0.06)
MFQ Purity 0.00 (0.01) 0.02 (0.01) 0.04 (0.04) −0.01 (0.01) 0.00 (0.02) −0.01 (0.05)
Empathy 0.01 (0.03) 0.03 (0.04) 0.05 (0.13) 0.06 (0.04) 0.02 (0.05) 0.28 (0.15)
InstrumentalHarm 0.00 (0.03) −0.01 (0.04) 0.04 (0.13) −0.02 (0.03) −0.01 (0.04) −0.06 (0.15)
ImpartialBenificence 0.03 (0.03) −0.01 (0.04) 0.08 (0.13) 0.02 (0.04) −0.02 (0.05) 0.06 (0.15)
AIC 2412.17 2539.14 5149.55 2442.29 2671.82 5132.26
BIC 2470.88 2597.85 5208.26 2501.01 2730.53 5190.97
Log Likelihood −1194.08 −1257.57 −2562.77 −1209.15 −1323.91 −2554.13
Num. obs. 985 985 985 985 985 985
Num. groups: prolific_id 197 197 197 197 197 197
Num. groups: use_case 10 10 10 10 10 10
Var: prolific_id (Intercept) 0.12 0.37 2.71 0.23 0.42 4.65
Var: use_case (Intercept) 0.11 0.01 2.22 0.08 0.02 1.58
Var: Residual 0.55 0.56 8.53 0.53 0.64 7.70
∗∗∗𝑝 < 0.001; ∗∗𝑝 < 0.01; ∗𝑝 < 0.05

Table 24. Coefficients with standard error in parenthesis with following models: Judgment ∼ MFQ𝑓 𝑜𝑢𝑛𝑑𝑎𝑡𝑖𝑜𝑛 + Empathy +
InustrumentalHarm + ImpartialBeneficence + (1|Subject) + (1|useCase). Bolded value for empathy had 𝑝 < 0.1.

(.09, 𝑝 < .1). However, Loyalty, as shown in Figure 6, does not appear as frequently in participants’ open text responses
compared to values such as Care and Fairness and is the only value that did not have a significant association with use
cases.
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D Factors in Participant Rationale

D.1 Reasoning Types

We show the flow of participants’ decisions and corresponding rationales throughout use cases in Figure 9, which shows
interesting distribution and switching of reasoning types, which would be interesting for future studies to consider.
Moreover, Table 25 shows that there are almost no relation between reasoning types used by the participants and the
decision-making style questionnaire results signifying that the reasoning types might be highly use-case specific rather
than a character trait. It would be interesting to study the factors that actually influence the choice of reasoning types.
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(a) Acceptance judgment and reasoning type mapping throughout professional use cases.
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(b) Acceptance judgment and reasoning type mapping throughout personal use cases.

Fig. 9. Mapping of decisions and reasoning types. + and - denote positive and negative acceptance. “C” denotes Cost-benefit analysis
and “R” denotes Rule-based reasoning.
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Cost-benefit Rule-based
(Intercept) 0.73∗∗∗ (0.13) 0.28∗ (0.13)
MFQ Care −0.00(0.01) 0.00(0.01)
MFQ Fairness 0.01(0.01) 0.00(0.01)
MFQ Loyalty 0.01∗ (0.00) −0.01(0.01)
MFQ Authority −0.00(0.01) 0.00(0.01)
MFQ Purity −0.00(0.00) 0.00(0.00)
Empathy 0.00(0.01) −0.01(0.01)
InstrumentalHarm 0.00(0.01) −0.00(0.01)
ImpartialBenificence −0.00(0.01) −0.00(0.01)
AIC 668.43 815.32
BIC 727.14 874.03
Log Likelihood −322.21 −395.66
Num. obs. 985 985
Num. groups: prolific_id 197 197
Num. groups: use_case 10 10
Var: prolific_id (Intercept) 0.02 0.02
Var: use_case (Intercept) 0.00 0.01
Var: Residual 0.10 0.11
∗∗∗𝑝 < 0.001; ∗∗𝑝 < 0.01; ∗𝑝 < 0.05

Table 25. Coefficient and standard error with significance. Model defined by reasoningType ∼ MFQ𝑓 𝑜𝑢𝑛𝑑𝑎𝑡𝑖𝑜𝑛 + Empathy +
InstrumentalHarm + ImpartialBeneficence + (1|subject) + (1|useCase)

D.2 Impact of Rationale Factors on Judgment

We display the analysis results using ANOVA to understand the effect of rationale factors on judgment in Table 26.

D.3 Factors Influencing Moral Foundations in Rationale

In Table 27 we display analysis result using linear mixed effects on factors that may influence moral foundations
appealed to in participants’ rationales. We find greater relations with the use cases than personal factors.

E Survey 2: Explicit Weighing of Harms and Benefits of Use Cases

Although not included in main text, we administered a variation of our main study where we asked participants to
explicitly reason through harms and benefits. The decisions were measured before and after the explicit weighing of
harms and benefits. However, we saw almost no effect.

E.1 Study Overview

To better understand the reasoning behind participants decisions about the judgment and usage of the use cases, we
conducted a second study with 1 survey for each category (Labor Replacement Use Cases and Personal Use Cases). The
second study includes an additional set of questions to elicit the harms and benefits of developing and not developing
an use case to better understand the reasoning behind participants decisions. Furthermore, we asked participants the
judgment and usage decision questions before and after the set of harms and benefits questions to see if listing out
reasons about an use case would elicit any change in their decisions. The details of the second study can be found in E.2
and the results can be found in E.3.
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Acceptability Factor Sum Sq Mean Sq NumDF DenDF Pr(>F)

EXIST

Judgment
Cost Benefit 2.941 2.941 1 955.32 0.001306 **
Rule Based 7.187 7.187 1 941.74 5.562e-07 ***
Fairness 1.551 1.551 1 966.41 0.019414 *
Authority 1.044 1.044 1 961.50 0.055021 .
Functionality 1.137 1.137 1 964.09 0.045230 *
Usage 125.594 125.594 1 837.10 < 2.2e-16 ***
Societal Impact 1.873 1.873 1 967.89 0.010228 *

Confidence
Rule Based 5.7805 5.7805 1 856.38 0.001158 **
Care 3.8723 3.8723 1 907.71 0.007762 **
Fairness 5.7117 5.7117 1 899.21 0.001237 **
Authority 2.2665 2.2665 1 851.91 0.041526 *
Usage 2.6254 2.6254 1 809.17 0.028303 *

Judgment x Confidence
Cost Benefit 48.04 48.04 1 940.91 0.0004985 ***
Rule Based 86.12 86.12 1 924.15 3.331e-06 ***
Fairness 31.87 31.87 1 972.26 0.0045236 **
Authority 14.24 14.24 1 972.97 0.0574858 .
Functionality 18.99 18.99 1 971.66 0.0283005 *
Usage 2454.30 2454.30 1 888.43 < 2.2e-16 ***
Societal Impact 34.26 34.26 1 971.98 0.0032486 **

USAGE

Judgment
Cost Benefit 0.28 0.28 1 933.91 0.01742 *
Usage 491.35 491.35 1 943.16 < 2e-16 ***

Confidence
Cost Benefit 2.2380 2.2380 1 864.41 0.0555024 .
Rule Based 2.0230 2.0230 1 852.41 0.0686374 .
Fairness 4.2517 4.2517 1 895.25 0.0083622 **
Authority 2.4525 2.4525 1 852.20 0.0450309 *
Loyalty 2.2751 2.2751 1 875.10 0.0535163 .
Functionality 2.6366 2.6366 1 897.34 0.0376892 *
Usage 9.2673 9.2673 1 817.52 0.0001033 ***
Societal Impact 2.1237 2.1237 1 913.41 0.0620930 .

Judgment x Confidence
Cost Benefit 106.358 106.358 1 874.26 8.333e-05 ***
Rule Based 33.512 33.512 1 859.58 0.026742 *
Fairness 89.120 89.120 1 930.00 0.000312 ***
Societal Impact 74.975 74.975 1 929.00 0.000938 ***
Table 26. ANOVA analysis of the LMER model results.

E.2 Setup and Details

While these same set of questions are asked for all five use cases for our main study, in our second study, participants
are randomly allocated a single use case. The second study differs from the main study with an initial set of judgment
questions without open-text rationales (Q1 - Initial to Q4 - Initial), which are followed by explicit listing and weighing
of the possible harms and benefits of the use case in the context of both developing and not developing the use case. We
then again ask participants the same set of judgment questions along with the open-text questions to elaborate on their
reasoning, similar to the main study. To understand how the judgment and usage decisions are affected by other factors,
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Care Fairness Purity Loyalty Authority
(Intercept) (Telemarketer) 1.74∗∗∗ (0.31) 0.29 (0.23) −2.80∗∗∗ (0.42) −4.82∗∗∗ (1.03) −2.29∗∗∗ (0.35)
MFQ_care 0.08 (0.19) −0.12 (0.13) −0.36 (0.19) −0.15 (0.43) −0.01 (0.19)
MFQ_fairness 0.13 (0.19) 0.31∗ (0.13) 0.30 (0.20) −0.19 (0.43) 0.14 (0.19)
MFQ_loyalty 0.60∗∗ (0.21) 0.31∗ (0.14) −0.14 (0.21) −0.34 (0.57) −0.12 (0.20)
MFQ_authority −0.48∗ (0.24) −0.23 (0.16) 0.23 (0.24) 0.06 (0.56) 0.23 (0.24)
MFQ_purity 0.28 (0.19) −0.16 (0.13) −0.07 (0.20) −0.05 (0.44) −0.22 (0.19)
empathy_total 0.06 (0.15) 0.04 (0.10) 0.07 (0.15) 0.24 (0.39) −0.05 (0.15)
InstrumentalHarm −0.04 (0.15) 0.12 (0.10) −0.14 (0.16) −0.10 (0.39) 0.09 (0.15)
ImpartialBenificence 0.09 (0.15) −0.05 (0.10) −0.37∗ (0.16) −0.44 (0.41) −0.07 (0.15)
Gov. Eligi. Interviewer 0.06 (0.39) 1.45∗∗∗ (0.35) −1.72∗ (0.82) — −0.01 (0.44)
IT Support Specialist 1.14∗ (0.46) 0.76∗ (0.32) 0.44 (0.49) — −0.72 (0.50)
Elementary School Teacher 0.88∗ (0.44) −0.66∗ (0.31) 0.90 (0.47) 1.43 (1.13) 0.42 (0.42)
Lawyer −0.48 (0.37) 0.70∗ (0.32) −0.71 (0.60) 0.71 (1.24) 1.41∗∗∗ (0.40)
Flavorful Swaps 0.73 (0.47) −0.18 (0.33) 1.50∗∗ (0.48) −0.04 (1.43) −0.80 (0.55)
Nutrition Optimizer 1.14∗ (0.50) −0.37 (0.33) −0.01 (0.55) — −0.26 (0.50)
Personal Health Research 1.46∗∗ (0.54) 0.53 (0.34) −0.32 (0.58) — 0.42 (0.47)
Cust, Lifestyle Coach 0.71 (0.47) 0.47 (0.34) 0.56 (0.51) −0.04 (1.43) −0.64 (0.54)
Digital Medical Advice 1.45∗∗ (0.53) 0.02 (0.33) −0.50 (0.60) — 1.47∗∗∗ (0.44)
AIC 750.75 1256.07 644.21 120.53 845.93
BIC 843.71 1349.03 737.17 213.49 938.89
Log Likelihood −356.38 −609.04 −303.11 −41.26 −403.97
Num. obs. 985 985 985 985 985
Num. groups: prolific_id 197 197 197 197 197
Var: prolific_id (Intercept) 1.27 0.63 1.10 0.00 1.56
∗∗∗𝑝 < 0.001; ∗∗𝑝 < 0.01; ∗𝑝 < 0.05

Table 27. Effects and standard error in parenthesis of the annotation output of participant answers modeled with following formula
Annot𝑓 𝑜𝑢𝑛𝑑𝑎𝑡𝑖𝑜𝑛 ∼ MFQ𝑓 𝑜𝑢𝑛𝑑𝑎𝑡𝑖𝑜𝑛 + empathy + instrumentalHarm + impartialBeneficence + useCase + (1|subject) using
glmer with family set to binomial. Intercept shows effects when categorical variables are set to following: useCase = Telemarketer
and Type = Cost-Benefit.

we asked the participants about their demographics, ai literacy levels and several other reasoning factors after the main
set of questions, and these questions can be found in §A.1 The main questions for the second study can be found in
Table 29. The participant demographics for the second study can be found in Tables 30 to 35. The distribution of each
use case within each scenario (Labor Replacement Use Cases and Personal Use Cases) for the second study is relatively
well-balanced and can be found in Table 28.

E.3 Results

To explore the possible impact of explicitly weighing harms and benefits of a use case on participant’s decision,
we analyzed the participant’s judgment of acceptability before and after explicit weighing of harms and benefits
(Study 2; see § ?? for details on questions asked). The Type III ANOVA with Satterthwaite’s method for measurement
time (before, after) indicated a marginally significant effect 𝐹 (1, 201.05) = 3.371, 𝑝 = 0.0678 on usage judgment
weighed by confidence, which suggests that explicit harms and benefits weighing may have an influence, albeit not at
conventional significance levels. We further analyzed reasoning effect on each subset of data pertinent to each use
case through a mixed effects regression model with judgment metric as a dependent variable and measurement time
as an independent variable with random effect from subject. Interestingly, the result was significant for Customized
Lifestyle Coach AI across different judgments including, existence (𝛽 = −0.40, 𝑆𝐸 = 0.18, 𝑝 < .05), confidence-weighed
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Use Case Participants
Allocated

Personal Use Cases

Digital Medical Advice 20
Customized Lifestyle Coach 20
Personal Health Research 19
Nutrition Optimizer 21
Flavorful Swaps 17

Labor Replacement Use Cases

Lawyer 20
Elementary School Teacher 22
IT Support Specialist 17
Government Eligibility Interviewer 19
Telemarketer 23

Table 28. Use Case allocation for Study 2. Specific participant numbers are listed for each use case.

existence (𝛽 = −1.05, 𝑆𝐸 = 0.51, 𝑝 < .05), and confidence-weighed usage judgments (𝛽 = −0.75, 𝑆𝐸 = 0.38, 𝑝 < .05).
Explicit weighing also had a significant effect on confidence of existence judgment for Digital Medical Advice AI
(𝛽 = 0.30, 𝑆𝐸 = 0.11, 𝑝 < .01). The negative coefficients for Customized Lifestyle AI suggests that weighing harms
and benefits caused participants to lower acceptance and positive coefficient to confidence on judgments on Digital
Medical AI suggests that weighing harms and benefits solidified decisions. These diverging effects signify an interesting
interaction between use cases and explicit weighing of harms and benefits.

Received 20 February 2007; revised 12 March 2009; accepted 5 June 2009
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Question ID Question Answer Type

AI Perception Question (Before)

AI Perception Before Overall, how does the growing presence of artificial intelligence (AI) in daily life and society make
you feel?

5 Point Likert Scale

Initial Decision/Usage

Q1 - Initial Do you think a technology like this should be developed? Yes/No
Q2 - Initial How confident are you in your above answer? 5 Point Likert Scale
Q3 - Initial If [Use Case] exists, would you ever use its services (answer yes, even if you think you would use it

very infrequently)?
Yes/No

Q4 - Initial How confident are you in your above answer? 5 Point Likert Scale

Benefits of Developing Use Case

Q1 - BDev How will [Use Case] positively impact individuals? Text
Q2 - BDev Which groups of people do you think would benefit the most from the above positive impacts? (You

can list more than one group.)
Text

Q3 - BDev How beneficial would [Use Case] be if it had the above positive impacts? 9 Point Likert Scale

Malicious Uses of Developing Use Case

Q1 - HDev Please complete the following: [Use Case] could have a negative impact if it was used to... Text
Q1 - HDev What would be the negative impact of the above malicious or unintended uses? Text
Q2 - HDev Which groups of people do you think would be harmed the most by the above malicious or unintended

uses? (You can list more than one group.)
Text

Q3 - HDev How harmful would [Use Case] be if it had the above negative impacts? 9 Point Likert Scale

Failures of Developing Use Case

Q1 - HDevF Please complete the following: If [Use Case] failed to do its intended task properly, fully, and accurately,
it could have a negative impact if it...

Text

Q1 - HDevF What would be the negative impact of those failure cases? Text
Q2 - HDevF Which groups of people do you think would be harmed the most by the above failure cases? (You can

list more than one group.)
Text

Q3 - HDevF How harmful would [Use Case] be if it had the above negative impacts? 9 Point Likert Scale

Benefits of Not Developing Use Case

Q1 - BNonDev Please complete the following: Not having [Use Case] would be beneficial because... Text
Q2 - BNonDev Which groups of people do you think would benefit the most by banning or not developing [Use

Case]? (You can list more than one group.)
Text

Q3 - BNonDev How beneficial would it be if [Use Case] was banned or not developed and it had the above positive
impact?

9 Point Likert Scale

Harms of Not Developing Use Case

Q1 - HNonDev Please complete the following: Not having [Use Case] would be harmful because... Text
Q2 - HNonDev Which groups of people do you think would be harmed the most by banning or not developing [Use

Case]? (You can list more than one group.)
Text

Q3 - HNonDev How harmful would it be if [Use Case] was banned or not developed and it had the above negative
impacts?

9 Point Likert Scale

Final Decision/Usage

Q1 - Final Do you think a technology like this should be developed? Yes/No
Q2 - Final How confident are you in your above answer? 5 Point Likert Scale
Q3 - Final - Y Please elaborate on your answer to the previous question: Do you think a technology like this should

be developed?: [Q1 - Final Answer]
Text

Q3 - Final - N Please elaborate on your answer to the previous question: Do you think a technology like this should
be developed?: [Q1 - Final Answer]

Text

Q4 - Final - Y Under what circumstances would you switch your decision from [Q1 - Final Answer] should be
developed to should not be developed?

Text

Q4 - Final - N Under what circumstances would you switch your decision from [Q1 - Final Answer] should not be
developed to should be developed?

Text

Q5 - Final If [Use Case] exists, would you ever use its services (answer yes, even if you think you would use it
very infrequently)?

Yes/No

Q6 - Final How confident are you in your above answer? 5 Point Likert Scale

AI Perception Question (After)

AI Perception After Before we continue, we’d like to get your thoughts on AI one more time. Overall, how does the
growing presence of artificial intelligence (AI) in daily life and society make you feel?

5 Point Likert Scale

Table 29. Study 2 Specific Question. The placeholder [Use Case] is used in place of the 10 use cases chosen for the studies.
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Racial Identity (N) (%) Age N (%) Gender Identity N (%) Education N (%)

White or Caucasian 32 (31.4) 45-54 32 (31.4) Man 49 (49.0) Bachelor’s degree 44 (43.1)
Black or African American 25 (24.5) 25-34 29 (28.4) Non-male 51 (51.0) Graduate degree∗ 18 (17.6)
Asian 18 (17.6) 35-44 12 (11.8) Some college ∗ 18 (17.6)
Mixed 15 (14.7) 55-64 12 (11.8) High school diploma∗ 15 (14.7)
Other 12 (11.8) 18-24 9 (8.8) Associates degree∗ 7 (6.9)

2 (0.7) 65+ 8 (7.8) Some high school∗ 0 (0.0)

Table 30. Labor Replacement Study 2 Survey: Racial, age, gender identities and education level of participants. Asterisk (*) denotes
labels shortened due to space.

Minority/Disadvantaged Group (N) (%) Transgender N (%) Sexuality N (%) Political Leaning N (%)

No 56 (54.9) No 97 (95.1) Heterosexual 76 (74.5) Liberal 37 (36.3)
Yes 46 (45.1) Yes 4 (3.9) Others 26 (25.5) Moderate 27 (26.5)

Prefer not to say 1 (1.0) Conservative 17 (16.7)
Strongly liberal 16 (15.7)
Strongly conservative 4 (3.9)
Prefer not to say 1 (1.0)

Table 31. Labor Replacement Study 2 Survey: Additional demographic identities

Longest Residence (N) (%) Employment N (%) Occupation (Top 10) N (%) Religion N (%)

United States of Amer-
ica

96 (94.1) Employed, 40+ 44 (43.1) Other 34 (33.3) Christian 38 (37.3)

Others 6 (5.9) Employed, 1-39 28 (27.5) Educational Services 11 (10.8) Agnostic 19 (18.6)
Not employed, looking
for work

19 (18.6) Health Care and Social
Assistance

10 (10.0) Catholic 18 (17.6)

Retired 4 (3.9) Information 8 (7.8) Nothing in particular 12 (11.8)
Not employed, NOT
looking for work

3 (2.9) Prefer not to answer 8 (7.8) Atheist 7 (6.9)

Other: please specify 3 (2.9) Retail Trade 7 (6.9) Muslim 3 (2.9)
Disabled, not able to
work

1 (1.0) Finance and Insurance 7 (6.9) Something else, Spec-
ify

3 (2.9)

Prefer not to disclose 0 (0.0) Professional, Scientific,
and Technical Services

6 (5.9) Jewish 1 (1.0)

Manufacturing 6 (5.9) Hindu 1 (1.0)
Administrative and
support and waste
management services

5 (4.9) Buddhist 0 (0.0)

Table 32. Labor Replacement Study 2 Survey: Additional demographic identities. The Occupation category was capped at the top 10
for brevity, with the remaining occupations merged together with the Other: please specify option.

Racial Identity (N) (%) Age N (%) Gender Identity N (%) Education N (%)

White or Caucasian 35 (36.1) 45-54 29 (29.9) Non-male 50 (51.5) Bachelor’s degree 33 (34.0)
Black or African American 22 (22.7) 25-34 22 (22.7) Man 47 (48.5) Graduate degree∗ 24 (24.7)
Asian 19 (19.6) 55-64 17 (17.5) Some college ∗ 18 (18.6)
Mixed 13 (13.4) 35-44 17 (17.5) High school diploma∗ 12 (12.4)
Other 8 (8.2) 18-24 6 (6.2) Associates degree∗ 10 (10.3)

2 (0.7) 65+ 6 (6.2) Some high school∗ 0 (0.0)
Prefer not to disclose 0 (0.0)

Table 33. Personal Use Cases Study 2 Survey: Racial, age, gender identities and education level of participants. Asterisk (*) denotes
labels shortened due to space.
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Minority/Disadvantaged Group (N) (%) Transgender N (%) Sexuality N (%) Political Leaning N (%)

No 50 (51.5) No 93 (95.9) Heterosexual 76 (78.4) Liberal 34 (35.1)
Yes 47 (48.5) Yes 4 (4.1) Others 21 (21.6) Moderate 26 (26.8)

Prefer not to say 0 (0.0) Strongly liberal 17 (17.5)
Conservative 13 (13.4)
Strongly conservative 6 (6.2)
Prefer not to say 1 (1.0)

Table 34. Personal Use Cases Study 2 Survey: Additional demographic identities

Longest Residence (N) (%) Employment N (%) Occupation (Top 10) N (%) Religion N (%)

United States of Amer-
ica

95 (97.9) Employed, 40+ 44 (45.4) Other 36 (37.1) Christian 43 (44.3)

Others 2 (2.1) Employed, 1-39 23 (23.7) Health Care and Social
Assistance

13 (13.4) Agnostic 12 (12.4)

Not employed, looking
for work

9 (9.3) Information 9 (9.3) Atheist 12 (12.4)

Other: please specify 7 (7.2) Finance and Insurance 8 (8.2) Catholic 10 (10.3)
Retired 6 (6.2) Prefer not to answer 6 (6.2) Nothing in particular 8 (8.2)
Disabled, not able to
work

5 (5.2) Retail Trade 6 (6.2) Muslim 4 (4.1)

Not employed, NOT
looking for work

2 (2.1) Manufacturing 5 (5.1) Something else, Spec-
ify

4 (4.1)

Prefer not to disclose 1 (1.0) Educational Services 5 (5.1) Buddhist 2 (2.1)
Arts, Entertainment,
and Recreation

5 (5.1) Hindu 1 (1.0)

Accommodation and
Food Services

4 (4.1) Jewish 1 (1.0)

Table 35. Personal Use Cases Study 1 Survey: Additional demographic identities. The Occupation category was capped at the top 10
for brevity, with the remaining occupations merged together with the Other: please specify option.
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